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# Abstract

The AI Inbound Calling Agent is an intelligent, Urdu-speaking virtual assistant developed to automate and enhance customer service operations across diverse industries in Pakistan. Organizations in sectors such as telecommunications, banking, healthcare, and government frequently encounter challenges including excessive call volumes, prolonged waiting times, inconsistent service standards, and linguistic barriers, which collectively hinder operational efficiency and user satisfaction. To mitigate these issues, the **AI Inbound Calling Agent** delivers an **automated, voice-driven solution** that engages users in natural Urdu dialogue, accurately interprets intent, and generates contextually appropriate responses. It integrates Automatic Speech Recognition (ASR), Natural Language Understanding (NLU), Knowledge Graphs, and GraphRAG reasoning to facilitate intelligent, real-time interactions. By autonomously resolving routine inquiries and seamlessly escalating complex cases, the system ensures continuous availability and service reliability. Overall, this project demonstrates the potential of localized conversational AI to transform customer engagement and advance digital accessibility in Pakistan.

# Background and Justification

In today’s digital landscape, customer support plays a central role in shaping user experience and organizational reputation. However, traditional inbound call centers are burdened with long wait times, high costs, and inconsistent service quality. These challenges are more pronounced in Pakistan, where many users communicate in Urdu or a mix of Urdu-English, yet most automated systems remain English-centric, creating a language and accessibility gap. [1]  
  
With customers expecting real-time, 24/7, and personalized support, organizations are under increasing pressure to reduce costs, optimize resources, and improve efficiency. Existing solutions such as AutoCalls.ai offer generic flow-building tools for call automation, but they lack specialization in areas like Urdu-first interaction, code-switch handling, emotion and urgency detection, or secure multi-step verification. [2]  
  
Our project addresses these gaps by developing a native Urdu-first, agentic AI system designed specifically for the Pakistani context. Unlike generic workflow builders, this system integrates Automatic Speech Recognition (ASR), Natural Language Understanding (NLU), and Text-to-Speech (TTS) with local telephony gateways for low latency, while also incorporating advanced security pipelines such as OTPs and voice biometrics. By automating routine queries and providing empathetic, culturally relevant interactions, the solution ensures operational efficiency, accessibility, and trust. [3] [4]

# Project Methodology

Our proposed system follows a modular, scalable, and secure architecture composed of 11 interconnected modules, with real-time communication via APIs and message queues (RabbitMQ/Kafka).  
At the center lies the **Dialogue Manager**, acting as the decision-making “brain” orchestrating modules based on user intent and system state.

### Core Modules and Flow:

## Telephony Gateway Module

* Handles inbound calls from PSTN/VoIP.
* Establishes encrypted audio sessions using TLS/SRTP and forwards the audio stream to ASR. [5]

## ASR (Automatic Speech Recognition) Module

* Converts Urdu or Urdu-English mixed speech into text. [6]
* Employs noise reduction and acoustic modeling for better accuracy in regional dialects.

## NLU (Natural Language Understanding) Module

* Extracts intent, entities, sentiment, and urgency from text using fine-tuned transformer models (mBERT/XLM-R). [7]
* Detects emotion and priority level for escalation logic.

## Dialogue Manager (Central Brain)

* Coordinates system responses based on NLU results.
* Routes calls, fetches data from databases, triggers TTS output, or activates human escalation.

## Knowledge Graph (KG) & GraphRAG Reasoning Module

* Maintains an interconnected graph of domain knowledge (e.g.,UOS student’s records, Uni-merit lists record, rules, FAQs). [8]
* Uses GraphRAG (Graph-based Retrieval-Augmented Generation) to traverse relevant nodes for contextual answers.
* Combines semantic search (via embeddings) with graph reasoning to ensure factual and consistent responses.
* Example: For a query like *“2025 me CS ka merit kahan close hoa tha”*, the KG links multiple entities (CS + Merit + Year) for a unified, contextual reply. [12]

## Knowledge Base (KB)

* Stores static or FAQ-style information and integrates with the Knowledge Graph for hybrid retrieval (semantic + graph). [9]

## Database / API Integration Module

* Connects to live data sources (UOS systems, telecom CRMs, databases).
* Handles authenticated calls for account balance, complaint status, etc.

## TTS (Text-to-Speech) Module

* Converts text responses to natural, fluent Urdu voice via ElevenLabs, UpliftAI, or Play.ht. [10]
* Maintains sub-2s latency and uses emotional tone modeling.

## Human Escalation Module

* Transfers calls to human agents when emotion, urgency, or complexity is detected.
* Passes session context and transcript securely.

## Security & Compliance Module

* Ensures end-to-end encryption, OTP verification, and anonymization of logs.
* Complies with GDPR, PDPL, and HIPAA (for healthcare sector). [11]

## Logging & Analytics Module

* Records anonymized transcripts, response metrics, and sentiment analysis.
* Provides retraining data and analytical dashboards for model improvement.

# 4.Project Scope

### Included Functionalities:

* Automatically answers inbound calls and interacts with callers in real time.
* Uses speech recognition and natural language understanding (NLU) to identify intent and provide accurate responses.
* Supports bilingual communication in both English and Urdu.
* Retrieves essential information from the university’s database, including admission schedules, departmental contacts, office timings, and event details.
* Allows seamless call transfer to a human operator for complex queries.
* Provides an analytics dashboard to monitor call volume, response accuracy, and performance.
* Includes basic emotion and sentiment detection to improve response quality and user experience.

### Excluded Functionalities:

* Outbound or promotional calling.
* Video or chat-based communication.
* Integration with third-party CRM systems.
* External system integrations beyond the university’s internal database.
* Can handle a limited number of calls simultaneously (up to five callers).

# **5.High level Project Plan**

# A graph of a projectA graph of a project
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